
Lecture#4 : Stochastic bandits (Part
Remindu : we proved0Ba bounds for
ETC and E-greedy

Remarks .
the bound above is called instance dependent as if heavily

relies
on parametus of the instance Do

Adifferent choice of Er Car m) can lead to the following distributionfree
bound for E-creedy :

+2)
Two main drawbacks of ETC and E-guedy

· they require knowledge of D.

· they scale in 1 Cart in distribution-free bounds

This is because they use auniform exploration : eacharm is explored the

2

exploration rounds depend
same amount of tie. ↓ on partobservations.

A better strategy is to me an adoptive exploration : better arms ar explored
mor often .

Theidea is that a very
bad arm is quicker to detect as

seeb-optimal



Successive Eliminations - adaptive version f
Let=
While Card (K/ & 1 :

Pull each arm un once

For kGF :

I juste then* I(k)

Pull the only am in I untol theend

Therem : For St ,
the regat satisfies for any TEN :

&T

Roof : Define the clan event

/M
Thanks to our concertation lemma on Ma :

P($1- 1-

-



We now bound EGNal1s].

Note that whena holds
, we always have :

+Mas, Melt-
So bois never eliminated from U.

For a subptimalark , let No be the smallest integer such that :

D
in Ne=
Then once all arms in I hake been pulled No tires

, we have if I holds

+Mate
↳ ↳ weliminated after almost Ner pulls if a holds :

ENa



Finally :#D(ENea

Deen1

*
Remaks. assumes a prior Inowledge of

T

.

assuming T is not to restrictive in practice , as we can use the doubling
Kick see excrise lectue #4

· we can easily get a better constant than 32
· This instance dependent bound also implies a distribution

free bound O** see exercise end of lecture

· again thes is a high probability bound

Upper Confidence Bound (UCB(
Pull each arm once

For34+1 :

↳ama
VcB score



. Gody , But with UCB scors

-> no underestimation of M (with high pubability
· No prior knowledge of
·
VCB is said to we the optimism in theface of uncertainty
principleaimingot the best statistically possible renais
is agood skategy here.

Idea of the algorithm :
· for each arm b it builds a confidence niteval on its expected

remad based or past observation [aC = Rac , Val]

· it is optimistic , acting as if the best possible rewards are
real rewards.



· for rewards in &
. 11 , we use a confidence upper bound

Vach = Malte

Therem
for

any
TEIN

,
the reguet of UCB satsfies

#

Rafi
For &H and L* let

Er(Me
P(E)

,
2-

If Erholds and a *** is palled at time Fo them :

Macket met

Ege halde
,so me tent ↳ M+
and quat



En particulari
ment M

t Car and arch = Nat
From herfa k2

* lt) = 1+ark andah adm
*Itarh andNa
*24Hark andNa
-+E +-1+
-2+

·Theht instance dependent bounil a

nearly optimal.



Modifications of VaB can be mode to make it optimal
· Previous algorithm/results hold for independent boundeduneen

They can be easily extended to independent r sub-Gausiam
rewards

,
as similar concentration bounds hold

.

eg
UCB scores become

Mek+N same veget bounds , resaled by
de

-

What if w is unknown ?

~ if runknown
,
But It boudd (with known bounds

V if Irinboundedm ,M with m
.
M unknown

Jo F
bound

~ ifo has a bounded Kuntosis
? general care



Unfil now
,
we only proved instance dependent bounds i . e . bounds

that depend on the bandits instance parametes Da . But Da can be very
small

, making these bounds

explode . In each cases
,
we instead use distribution free bounds , which do not depend on any problem

parameters Cexcept Tand . They can actually be drived from the instance des Bounds

&

e
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Also some algorithms assume knowledgeof T. Not-bigdeal , be ave otherwise
we an still me the doubling tuck.
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