Exercises Sequential Learning 2023

Exercise session n°5 : MOSS algorithm and
continuous bandits

Exercise 1 :
We consider the setting of stochastic with a continuum of arms indexed by A = [0, 1], with a
mean-payoff function f that is a-Hélder with « € (0, 1], i.e., there is L > 0 such that

Vo, o' € (0,1, |f(z) = f(@)] < Llz —2'|*
We now consider the following algorithm that discretizes the action space into K bins:

e discretize [0,1] into K bins, with B; = [&1, £] forany i = 1,..., K,

e run MOSS algorithm over K arms, where picking the arm I; € [K] corresponds to picking
an action a; (chosen arbitrarily) in the bin By,.

1) Show that the regret of this “discretized” algorithm satisfies:

TL
Ry §K+45\/KT+ﬁ.

2) Assume that T, « are known in advance. Show that for a good choice of K, the regret is of
order T+t

Exercise 2 :
Consider an alternative version of MOSS algorithm, where Uj(t) is replaced by the following

value:
Uet) = iut) + 1| oIy (<
= n .
1) Show that there is a universal constant ¢ > 0, such that for any £ > 0 and any t € N,
1 t c
P — () > 4 ——1 — < —
(“’k nlt) 2 \/Nk(t) . (Nk(t)> +€> = %2
1 t &
AP an(t) — e > 4| ——=1 — < —.
an <Mk() ,U«k_\/Nk(t) ny <Nk(t))+8> <

Hint: Use a peeling argument as in the proof of MOSS.
2) Deduce that the regret of this algorithm can be bounded as

RT < Cl ( Z IHA(f) +Ak> s

k,AR>0
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where ¢ is a universal constant.
Bonus: show that we can even have the tighter bound (for another constant ¢’)

In (TAF) + 1) .

E[N(T)] < ¢ < 2

3) Admit for this question that for any « € [0, 1],

max min <au, “”i“)> < max (e, v/aTa(1/)) .

u>0

(a) Using the previous bonus question, show that there is a universal constant ¢’ such that for
any k € [K],

VT

(b) Show that the modified MOSS satisfies the following distribution free bound

Rr <d(VKTIn(K)+ K),

where ¢ is a universal constant.

AE[N(T)] < ¢ max( e D] \/E[Nk(T)] In (E[Nf(T)]) b
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